Parallel imaging in time-of-flight magnetic resonance angiography using deep multistream convolutional neural networks
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Purpose: To develop and evaluate a method of parallel imaging time-of-flight (TOF) MRA using deep multistream convolutional neural networks (CNNs).

Methods: A deep parallel imaging network (“DPI-net”) was developed to reconstruct 3D multichannel MRA from undersampled data. It comprises 2 deep-learning networks: a network of multistream CNNs for extracting feature maps of multichannel images and a network of reconstruction CNNs for reconstructing images from the multistream network output feature maps. The images were evaluated using normalized root mean square error (NRMSE), peak signal-to-noise ratio (PSNR), and structural similarity (SSIM) values, and the visibility of blood vessels was assessed by measuring the vessel sharpness of middle and posterior cerebral arteries on axial maximum intensity projection (MIP) images. Vessel sharpness was compared using paired t tests, between DPI-net, 2 conventional parallel imaging methods (SAKE and ESPIRiT), and a deep-learning method (U-net).

Results: DPI-net showed superior performance in reconstructing vessel signals in both axial slices and MIP images for all reduction factors. This was supported by the quantitative metrics, with DPI-net showing the lowest NRMSE, the highest PSNR and SSIM (except $R = 3.8$ on sagittal MIP images, and $R = 5.7$ on axial slices and sagittal MIP images), and significantly higher vessel sharpness values than the other methods.

Conclusion: DPI-net was effective in reconstructing 3D TOF MRA from highly undersampled multichannel MR data, achieving superior performance, both quantitatively and qualitatively, over conventional parallel imaging and other deep-learning methods.
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Blood flow in the human body can be visualized noninvasively using MRA, based on the moving spin effects of the MR signals. A commonly used non-contrast-enhanced technique for this is 3D time-of-flight (TOF) MRA, which is used to diagnose vascular-related diseases such as intracranial vascular aneurysms, stenosis, and occlusion. However, 3D TOF sequences inevitably require an increased scan time to cover the large field of view and to provide detailed vascular anatomy information with high spatial resolution, and this potentially increases the risk of motion-related artifacts.

To reduce MRI scan times, k-space data can be undersampled during the scan. However, undersampling below the Nyquist sampling rate in the frequency domain results in aliasing artifacts in the spatial domain. Several methods have been proposed to solve this problem, one of which is an algorithm based on compressed sensing MRI. This algorithm reconstructs undersampled MR images through l1 minimization using the property of sparsity when transforming an MR image into a specific domain (such as a wavelet or a discrete cosine transform). Recent studies have demonstrated the clinical feasibility of fast TOF MRA using a compressed sensing-based iterative method.

Other fast MRI methods include those based on parallel imaging (PI). These remove the aliasing artifacts in the image domain attributed to undersampling in k-space in 3 ways, by: (1) using the sensitivity map information of the receiver coils in the image domain; (2) filling empty k-space lines using the autocalibration signal information of the k-space; or (3) using low-rank matrix completion without the autocalibration signal information. These methods allow the effective reconstruction of MR images from undersampled k-space data obtained from multiple receiver coils, but they require considerable reconstruction time, especially when applied to 3D MR images. For example, it can take several hours for PI reconstruction for large MR data sets such as for multichannel 3D TOF MRA, so the method is not feasible for online reconstruction, which must be completed in only a few minutes. Furthermore, the high reduction factor of PI MRA is still limited by the decrease in signal-to-noise ratio (SNR).

In recent years, various deep-learning–based methods have been proposed, with convolutional neural networks (CNNs), an architecture widely used in deep-learning, outperforming conventional image processing algorithms in image super-resolution, denoising, and inpainting. Several studies have applied deep-learning to processing medical images, especially for MR image reconstruction from undersampled k-space data, demonstrating better performance than with the conventional compressed sensing or PI-based methods even when the reduction factor was high.

However, there may be limitations to applying conventional deep-learning–based methods to accelerate 3D TOF MRA. Several methods have been proposed for reconstructing MR images from undersampled 2D k-space data. For example, undersampled 2D multichannel MR images have been reconstructed by line-by-line (1D vector) in the phase encoding direction using a multilayer perceptron or using a variational network. Given that 3D TOF MRA has high spatial resolution and vessel signals are connected within adjacent slices, it is reasonable to reconstruct vessel signals from undersampled 3D MR data using the deep-learning–based method, which can learn to reconstruct 3D MR structures. To the best of our knowledge, there have been no previous studies of reconstructing 3D MR images from undersampled 3D k-space data acquired from 3D TOF MRA sequences using deep-learning–based methods. We have therefore developed a 3D PI method based on 3D CNNs to reconstruct undersampled 3D TOF MRA data acquired from multiple channels.

In addition, conventional methods do not use multichannel information effectively to reconstruct MR images acquired from multiple channels each with different coil sensitivity characteristics. In conventional deep-learning–based methods, undersampled multichannel MR images have been fed together as input into 1 neural network, so that information from the channels is mixed regardless of the characteristics of each channel. Recent studies have proposed that data with multiple channel information, such as multiframe videos or RGB data with depth image, should be addressed with multistream CNNs to improve performance. In the present study, multistream CNNs architecture was introduced to address MR images acquired from multiple channels. Each channel’s undersampled MR image was fed in parallel as input into the multistream CNNs and output feature maps were obtained. Then, reconstruction CNNs processed the feature maps, and the final MR image was reconstructed from the output of the reconstruction CNNs.

In summary, we have developed a 3D PI method (called “DPI-net”; abbreviated from Deep Parallel Imaging Network) that reconstructs 3D TOF MRA from undersampled multichannel MR data using CNNs. It comprises 2 deep-learning networks: a network of multistream CNNs (MS-net) for extracting the feature maps of multichannel images and a network of reconstruction CNNs (RC-net) for reconstructing images from the MS-net output feature maps. In this study, we describe DPI-net and evaluate its effectiveness in reconstructing 3D TOF MRA in comparison with existing methods.

## METHODS

### 2.1 Problem formulation

The fully sampled 3D MR image of the c-th coil (c = 1, …, Nc) with a sensitivity map can be expressed as follows (Equation 1):
\[ I^c_j = I_j \circ S^c, \]  

(1)

where \( I_j^c = \mathbb{C}^{N_j \times N_j \times N_j} \) is the fully sampled image of the \( c \)-th coil, \( S^c = \mathbb{R}^{N_j \times N_j \times N_j} \) is the sensitivity map of that coil, and \( \circ \) denotes elementwise multiplication. The undersampled k-space and image for the \( c \)-th coil can then be expressed as follows (Equations 2 and 3):

\[ k^c_u = U_m \circ F_{3D}(I^c_j), \]  

(2)

\[ I^c_j = F_{3D}^{-1}(k^c_u), \]  

(3)

where \( k^c_u \in \mathbb{C}^{N_j \times N_j \times N_j} \) is the undersampled k-space of the \( c \)-th coil, \( U_m \in \mathbb{R}^{N_j \times N_j \times N_j} \) is the binary undersampling mask, \( F_{3D} \) and \( F_{3D}^{-1} \) are the 3D Fourier transform and inverse Fourier transform, respectively, and \( I^c_j \in \mathbb{C}^{N_j \times N_j \times N_j} \) is the undersampled image of the \( c \)-th coil. Our purpose was to restore the undersampled multichannel 3D MR images to a fully sampled 3D MR image using deep-learning networks. Thus, the objective function can be formulated as the following minimization equation (Equation 4):

\[ \arg \min_{\theta} \| y - D_H (x; \theta) \|_2^2 \]  

\[ = \arg \min_{\theta} \left\| \sqrt{N_c} \sum_{c=1}^{N_c} | I^c_j |^2 - D_H \left( \left[ | I^c_1 |, | I^c_2 |, \ldots, | I^c_{N_c} | \right] ; \theta \right) \right\|_2^2, \]  

(4)

where \( y = \sqrt{\sum_{c=1}^{N_c} | I^c_j |^2} \in \mathbb{R}^{N_j \times N_j \times N_j} \) is the desired output (the square root of sum-of-squares [SSOS] of the fully sampled multichannel 3D MR images), \( x = \left[ | I^c_1 |, | I^c_2 |, \ldots, | I^c_{N_c} | \right] \in \mathbb{R}^{N_j \times N_j \times N_j} \) is the magnitude of the undersampled multichannel 3D MR images, and \( D_H \) is the hypothesis function of the deep-learning network with parameters \( \theta \). The objective was to find \( \theta \) in Equation 4 that minimized the \( l_2 \) difference between \( y \) and \( D_H (x; \theta) \) for the given training data set.

### 2.2 Deep-learning architecture

DPI-net’s deep-learning architecture is based on fully CNNs and consists of 2 main networks: MS-net, comprising multistream CNNs for extracting feature maps of multichannel images, and RC-net, comprising deep reconstruction CNNs for reconstructing the images. The overall architecture is presented in Figure 1. In this section, we introduce the forward-pass equations for each main network.

#### 2.2.1 MS-net: feature map extraction

MS-net has an architecture of multistream CNNs for processing each channel image. Its forward-pass equations can be represented as follows (Equations 5 and 6):

\[ M^c_1 = \sigma \left( \varphi \left( w^c_{M_1} \ast I^c_1 + b^c_{M_1} \right) \right), \]  

(5)

\[ M^c_n = \sigma \left( \varphi \left( w^c_{M_n} \ast M^c_{n-1} + b^c_{M_n} \right) \right), \]  

(6)

where \( M^c_1 \in \mathbb{R}^{N_j \times N_j \times N_j \times c_{MS}} \), \( w^c_{M_1} \in \mathbb{R}^{w_{MS} \times h_{MS} \times d_{MS} \times c_{MS}} \), and \( b^c_{M_1} \in \mathbb{R}^{c_{MS}} \) are the output, convolution weights, and bias of the first layer of MS-net, respectively, for an input of \( | I^c_1 | \); \( \varphi \), and \( \sigma \) denote the convolution operation, batch normalization, and nonlinear activation function, respectively; \( M^c_n \in \mathbb{R}^{N_j \times N_j \times N_j \times c_{MS}} \), \( w^c_{M_n} \in \mathbb{R}^{w_{MS} \times h_{MS} \times d_{MS} \times c_{MS}} \), and \( b^c_{M_n} \in \mathbb{R}^{c_{MS}} \) are the output, convolution weights, and bias of the \( n \)-th layer of MS-net, respectively, for the input \( M^c_{n-1} \in \mathbb{R}^{N_j \times N_j \times N_j \times c_{MS}} \), which is the output of the previous, that is, \((n-1)\)th layer; and \( n = 2, \ldots, N_{LMS} \) is the number of layers in MS-net.

The final output of MS-net is the concatenation of the \( N_{LMS} \)th outputs, \( M^c_{N_{LMS}} \in \mathbb{R}^{N_j \times N_j \times N_j \times c_{MS}} \), of each MS-layer, represented as follows (Equation 7):

\[ M = \left[ M^c_{N_{LMS}}^{1}, M^c_{N_{LMS}}^{2}, \ldots, M^c_{N_{LMS}}^{N_{LMS}} \right], \]  

(7)

where \( M \in \mathbb{R}^{N_j \times N_j \times N_j \times c_{MS}} \) is the MS-net output feature maps. Thus, using multistream CNNs, we can extract the feature maps \( M \) of multichannel MR images.

#### 2.2.2 RC-net: reconstructing the images

RC-net receives \( M \), the output feature maps of MS-net, as its input. The forward-pass equations of RC-net can be represented as follows (Equations 8 and 9):

\[ R^c_1 = \sigma \left( \varphi \left( w^c_{R_1} \ast M + b^c_{R_1} \right) \right), \]  

(8)

\[ R^c_n = \sigma \left( \varphi \left( w^c_{R_n} \ast R^c_{n-1} + b^c_{R_n} \right) \right), \]  

(9)

where \( R^c_1 \in \mathbb{R}^{N_j \times N_j \times N_j \times c_{RC}} \), \( w^c_{R_1} \in \mathbb{R}^{w_{RC} \times h_{RC} \times d_{RC} \times c_{RC}} \), and \( b^c_{R_1} \in \mathbb{R}^{c_{RC}} \) are the output, convolution weights, and bias of the first layer of RC-net for input \( M \); \( R^c_n \in \mathbb{R}^{N_j \times N_j \times N_j \times c_{RC}} \), \( w^c_{R_n} \in \mathbb{R}^{w_{RC} \times h_{RC} \times d_{RC} \times c_{RC}} \), and \( b^c_{R_n} \in \mathbb{R}^{c_{RC}} \) are the output, convolution weights, and bias of the \( n \)-th layer of RC-net for input \( R^c_{n-1} \in \mathbb{R}^{N_j \times N_j \times N_j \times c_{RC}} \), that is, the output of previous, that is, \((n-1)\)th layer; and \( n = 2, \ldots, N_{LRC} \) is the number of layers in RC-net.
The refinement learning (residual learning) is used by a skip connection of the input to the output of RC‐net’s final layer, which prevents the problem of degradation attributed to increasing the network depth and enables faster training of the CNNs. The equation can be represented as follows (Equation 10):

\[
\hat{\mathbf{R}} = \mathbf{R}_{NL,RC} + \mathbf{x},
\]  

(10)

where \(\hat{\mathbf{R}} \in \mathbb{R}^{N_{x} \times N_{y} \times N_{z}}\) is the result of the element-wise summation of MS-net’s input \(\mathbf{x}\) with the output of the \(N_{L,RC}\)-th layer of RC-net, \(\mathbf{R}_{NL,RC} \in \mathbb{R}^{N_{x} \times N_{y} \times N_{z}}\).

The final output \(\hat{\mathbf{x}} \in \mathbb{R}^{N_{x} \times N_{y} \times N_{z}}\) is obtained by feeding the output \(\hat{\mathbf{R}}\) from the refinement learning to the final convolution layer. It can be represented as follows (Equation 11):

\[
D(\mathbf{x}; \theta) = \hat{\mathbf{x}} = w_{F} \ast \hat{\mathbf{R}} + b_{F},
\]  

(11)

where \(w_{F} \in \mathbb{R}^{w_{RC} \times h_{RC} \times d_{RC}}\) and \(b_{F} \in \mathbb{R}^{1}\) are the convolution weights and bias of the final convolution layer. Then \(\theta\), the parameters of the MS-net and RC-net, can be represented as follows (Equation 12):

\[
\theta = \{ \theta_{M}, \theta_{R} \}
\]  

(12)

where \(\theta_{M}\) and \(\theta_{R}\) are the parameters of MS-net and RC-net, respectively.

### 2.2.3 Implementation details

We implemented and trained our DPI-net in an end-to-end fashion, such that undersampled 3D multichannel MR images \(\mathbf{x} = [I_{[1]}, I_{[2]}, \ldots, I_{[N_{c}]}]\) were fed into the MS-net and then the reconstructed 3D SSOS MR image \(\hat{\mathbf{x}}\) was obtained as the output of RC-net.

MS-net consists of 3 layers (\(N_{L,MS} = 3\)): 2 3D convolution layers with batch normalization (\(\varphi\)) and rectified linear unit (ReLU) activation function (\(\sigma\)) and a final layer with only one 3D convolution layer. The kernel size of all the convolution layers in MS-net is \(3 \times 3 \times 3\) (i.e., \(w_{MS} = h_{MS} = d_{MS} = 3\)). The number of feature maps of the first 2 convolution layers is \(c_{MS} = 8\) and that of the final convolution layer is \(1\). RC-net consists of 16 layers, including the final convolution layer: fifteen 3D convolution layers (i.e., \(N_{L,RC} = 15\)) with batch
normalization and ReLU activation function, and a final layer with only one 3D convolution layer. The kernel size of all the convolution layers in RC-net is also $3 \times 3 \times 3$ (i.e., $w_{RC} = h_{RC} = d_{RC} = 3$). The number of feature maps of the 15 convolution layers is $c_{RC} = 32$ and that of the final convolution layer is 1.

The input of each convolution layer was zero-padded by 1 pixel in each dimension to maintain the size of the images. All convolution weights were initialized with MSRA initialization, which prevents the vanishing gradient problem in deep neural networks. Another regularizer that we used to prevent the vanishing gradient problem is batch normalization. Batch normalization is applied to each convolution layer except the final layer of RC-net. We used Adam optimizer with an initial learning rate $1 \times 10^{-4}$, which was reduced to $0.5 \times 10^{-4}$ after 200 epochs. DPI-net was trained with 400 epochs; this took approximately 48 hours using an Intel i7-6700K central processing unit (CPU) with an Nvidia GeForce GTX 1080Ti graphics processing unit (GPU) and 32-GB random access memory (RAM), implemented using the python Tensorflow library.

### 2.3 Image acquisition

We acquired in vivo data from our local institution. All experiments conducted in this study were approved by the institutional review board, and written informed consent was obtained from all the human subjects. MRI was performed using a 3.0T scanner (Ingenia CX; Philips Medical Systems, Best, The Netherlands) with a 32-channel sensitivity-encoding head coil. Data for 7 subjects were acquired using 3D TOF sequences, with 3 subjects’ data sets used for the training set, 3 for the test set, and 1 for the validation set. The parameters of 3D TOF sequence were as follows: TR, 20 ms; TE, 3 ms; flip angle, 18°; matrix size, $432 \times 432$; pixel resolution, $0.49 \times 0.49$ mm$^2$; slice thickness, 0.5 mm; and acquisition time, 11 minutes 51 seconds. Three slabs were acquired using 3D TOF sequences, each with 56 slices. A total of 120 slices were reconstructed from the 3 slabs, with the matrix size of the 3D volume image being $432 \times 432 \times 120$.

### 2.4 Data preprocessing

We retrospectively undersampled 3D TOF MRA k-space data for each slab with a variable-density Poisson-disk sampling pattern on $(k_x, k_z)$ domain such that the k-space data were fully sampled in the readout direction ($k_r$). The reduction factors were $R = 3.8$, 5.7, and 7.6; their sampling patterns are presented in Supporting Information Figure S1. The volume images were normalized according to the maximum value of the whole 3D multichannel volume images; the pixel intensities of the magnitude image were therefore bounded between 0 and 1. For the training of the deep-learning networks, we made images into $31 \times 31 \times 31$ patches with stride 15. More than 4300 patches were made from the data of each subject, with more than 12,900 patches in total made for the training set. This allowed large number of training patches to be generated with a small number of subjects, providing sufficient data for the deep-learning network training. For test, volume images were fed into the trained DPI-net as the input.

### 2.5 Comparison with a single-stream network

To evaluate the effectiveness of DPI-net’s multistream architecture, we compared DPI-net with a single-stream network. DPI-net has 32 multiple streams (the number of channels in MS-net); the single-stream network was designed to have a single stream in MS-net and to have a similar number of trainable parameters (500,257) as DPI-net (487,777). The only different parameter in the single-stream network was the number of feature maps of the convolution layers in MS-net ($c_{MS} = 32$); other parameters were the same as for DPI-net.

### 2.6 Comparison with conventional methods

We compared DPI-net with the conventional PI methods, SAKE and ESPIRiT. These methods were developed to reconstruct 2D MR image, so we applied the methods to 2D multislice k-space data, made by the inverse Fourier transform of the original 3D k-space data along the readout direction. The parameters for the SAKE method were as follows: calibration region, $30 \times 56$; kernel size, $6 \times 6$; threshold of eigenvectors in k-space and image space, 0.02 and 0.09, respectively; and number of conjugate-gradient iterations, 100. The parameters for the ESPIRiT method were as follows: calibration region, $30 \times 56$; kernel size, $6 \times 6$; iterations, 100; window-normalized number of singular values to threshold, 1.8; and threshold of the eigenvectors in image space, 0.9.

To evaluate the effectiveness of DPI-net, we also compared it with U-net, a conventional deep-learning method that has been widely used for undersampled MR image reconstruction. The original U-net was slightly modified to be effectively applicable to our data sets in this study. The number of feature maps of the first and final convolution layers were 32 and 1, respectively, and that of other convolution layers were half those of the original. There was batch normalization in each layer between the ReLU and convolution operations.

### 2.7 Quantitative image analysis

The effectiveness of image reconstruction was evaluated using 3 objective measures: the normalized root mean square error (NRMSE), the peak SNR (PSNR), and...
The visibility of the blood vessels was assessed by comparing the vessel sharpness, defined as the distance between locations at 20% and 80% of the maximum signal intensity of the vessel line profile. For an efficient comparison, we normalized the measured vessel sharpness by the value of the fully sampled image and took its inverse. Thus, larger values for vessel sharpness indicate sharper vessel edges. Five measured values for each vessel were averaged. Vessel line profiles were selected from middle cerebral arteries (MCAs) and posterior cerebral arteries (PCAs) on axial MIP image.

2.8 Statistical analysis

Paired t tests were used to compare the vessel sharpness between the reconstruction methods. P values <0.05 were considered statistically significant.

3 RESULTS

3.1 Multistream network versus single-stream network

Figure 2 shows fully sampled and reconstructed 3D TOF axial maximum intensity projection (MIP) images reconstructed by zero-filled, the single-stream network, and DPI-net, with the corresponding axial slices and magnified images, to evaluate the effectiveness of DPI-net’s multistream architecture at the reduction factor $R = 5.7$. The zero-filled image shows that severe aliasing artifacts occurred, with several blood vessels obscured or not visible in the axial MIP image. The single-stream network image shows recovery of many of the obscured blood vessels, although some blood vessels were not fully restored. The multistream network showed better performance in recovering the blood vessels in the axial MIP image and corresponding axial slice. The vessel signals obscured by aliasing artifacts in the zero-filled and single-stream network axial slice images were recovered in the multistream network image to a level similar to that in the fully sampled axial slice, thus resulting in a better axial MIP image than produced by the single-stream network. The quantitative metrics, including NRMSE and SSIM values, which are given at the top of the images, supported these observations. NRMSE values for the single-stream network and multistream network were lower than those for zero-filled in both the axial slices and MIP images, and the SSIM values were higher. Furthermore, there were improvements in NRMSE and SSIM values for the multistream network in the axial MIP images compared to the single-stream network; these improvements are more clearly presented in the axial slices, with much lower NRMSE and higher SSIM values than the single-stream network. The detailed comparison between the single-stream network and multistream network for the reduction factors $R = 5.7$ and $7.6$ are presented in Supporting Information Table S1.

3.2 DPI-net versus conventional methods

We compared DPI-net with the conventional methods SAKE, ESPiRiT, and U-net. Figure 3 shows fully sampled and reconstructed 3D TOF axial slices with magnified images and difference images produced by zero-filled, the 3 conventional methods.
methods, and DPI-net, with a reduction factor $R = 5.7$. The zero-filled image showed aliasing artifacts that obscured vessel signals. The SAKE and ESPIRiT images showed fewer aliasing artifacts than the zero-filled image, but both images had high oscillatory noise and the obscured vessel signals were not fully restored, as can be seen in the difference images. In the U-net image, 1 vessel had a better restored signal than with the PI methods, but other vessel signals were not recovered. DPI-net showed better performance than the conventional methods in recovering the vessel signals and removing aliasing artifacts.

Axial, sagittal, and coronal MIP images, fully sampled and reconstructed by the various methods with the reduction factor $R = 5.7$, are shown in Figures 4, 5, and 6, respectively. In the axial MIP images, the 3 conventional methods could not restore one of anterior cerebral artery segments, which was not visible in zero-filled image because of aliasing artifacts, whereas DPI-net recovered the segment so that it was clearly visible as in the fully sampled image (Figure 4). In the sagittal MIP images, DPI-net restored vessel signals lost in the zero-filled image, unlike the other methods (Figure 5). In addition, several peripheral arteries were obscured in
sagittal MIP images reconstructed by the conventional methods. In contrast, DPI-net showed peripheral arteries as clearly as those in the fully sampled. Similar results were observed with the coronal MIP images (Figure 6). The magnified images showed that thin blood vessels were hardly recovered by SAKE and ESPiRiT methods. The performance of U-net was degraded, with a low SNR where severe noise-like artifacts occurred in the overall coronal MIP images, whereas DPI-net clearly recovered the thin blood vessels. Axial, sagittal, and coronal MIP images for the reduction factor $R = 3.8$ are presented in Supporting Information Figures S2, S3, and S4, respectively, and those for the reduction factor $R = 7.6$ are presented in Supporting Information Figures S5, S6, and S7.

Table 1 presents the NRMSE, PSNR, and SSIM values for axial slices and axial, sagittal, and coronal MIP images for the reduction factors, $R = 3.8$, 5.7, and 7.6. With $R = 3.8$, DPI-net showed the lowest NRMSE and the highest PSNR and SSIM values in the axial slices and axial and coronal MIP images; however, in the sagittal MIP images, ESPiRiT showed slightly better performance than DPI-net in terms of PSNR and SSIM values. For $R = 5.7$, DPI-net showed the lowest NRMSE and the highest PSNR and SSIM values for all except 2 cases, where U-net and ESPiRiT had slightly higher SSIM values in the axial slices and sagittal MIP images, respectively. For $R = 7.6$, DPI-net outperformed the conventional methods in all cases in the values of NRMSE, PSNR, and SSIM.

Figure 7 and Table 2 show the comparison of vessel sharpness for 4 vessels (right MCA, left MCA, right PCA, and left PCA) between the different reconstruction methods with the reduction factor $R = 5.7$. For the right MCA, DPI-net showed higher vessel sharpness than the 4 other methods. The same was the case for the left MCA, and for the left PCA. For the right PCA, DPI-net showed higher vessel sharpness...
only compared with zero-filled. Overall, DPI-net showed significantly higher vessel sharpness than all the other reconstruction methods. To validate the performance of DPI-net for the various reduction factors, reconstructed sagittal slices, MIP images, and difference images with different reduction factors from the same subject are presented in Figure 8. For the reduction factor $R = 3.8$, most blood vessels (apart from some peripheral ones) were preserved; however, for high reduction factor $R = 7.6$, the errors increased, as shown in the difference images.

3.3 | Computation time comparison

We measured and compared the computation time of the 3D TOF MRA reconstruction methods. The original SAKE and ESPiRiT codes were designed to operate with a CPU using MATLAB software (The MathWorks, Inc., Natick, MA).\textsuperscript{15,16} We measured their computation time with single Intel i7-6700K CPU, which has 8 cores in MATLAB software. The averaged computation times for SAKE and ESPiRiT for reconstructing the 3D volume image were 48 and 25 hours, respectively. U-net and DPI-net were designed to operate on a single Nvidia GeForce GTX 1080Ti GPU with a python Tensorflow library.\textsuperscript{34} The averaged computation times of U-net and DPI-net for reconstructing the 3D volume image were 33 and 56 seconds, respectively.

4 | DISCUSSION

This study describes DPI-net, a new 3D PI method to reconstruct 3D TOF MRA from undersampled multichannel MR data using a deep-learning network. To the best of our knowledge, no previous deep-learning–based studies have
### TABLE 1  
Comparison between the reconstruction methods of the evaluation results for 3D TOF MRA reconstruction (NRMSE/PSNR/SSIM) at 3 reduction factors

<table>
<thead>
<tr>
<th>Data</th>
<th>Method</th>
<th>Reduction factor</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>( R = 3.8 )</td>
</tr>
<tr>
<td>Axial slices</td>
<td>Zero-filled</td>
<td>0.031/30.56/0.884</td>
</tr>
<tr>
<td></td>
<td>SAKE</td>
<td>0.034/29.61/0.670</td>
</tr>
<tr>
<td></td>
<td>ESPIRiT</td>
<td>0.032/30.08/0.795</td>
</tr>
<tr>
<td></td>
<td>U-net</td>
<td>0.017/35.50/0.892</td>
</tr>
<tr>
<td></td>
<td>DPI-net</td>
<td>\textbf{0.016/35.87/0.898}</td>
</tr>
<tr>
<td>Axial MIP</td>
<td>Zero-filled</td>
<td>0.026/31.98/0.898</td>
</tr>
<tr>
<td></td>
<td>SAKE</td>
<td>0.032/30.11/0.837</td>
</tr>
<tr>
<td></td>
<td>ESPIRiT</td>
<td>0.018/35.10/0.807</td>
</tr>
<tr>
<td></td>
<td>U-net</td>
<td>0.019/35.00/0.899</td>
</tr>
<tr>
<td></td>
<td>DPI-net</td>
<td>\textbf{0.017/35.90/0.914}</td>
</tr>
<tr>
<td>Sagittal MIP</td>
<td>Zero-filled</td>
<td>0.038/28.64/0.824</td>
</tr>
<tr>
<td></td>
<td>SAKE</td>
<td>0.025/32.41/0.881</td>
</tr>
<tr>
<td></td>
<td>ESPIRiT</td>
<td>\textbf{0.024/32.77/0.898}</td>
</tr>
<tr>
<td></td>
<td>U-net</td>
<td>0.026/32.02/0.874</td>
</tr>
<tr>
<td></td>
<td>DPI-net</td>
<td>\textbf{0.024/32.68/0.895}</td>
</tr>
<tr>
<td>Coronal MIP</td>
<td>Zero-filled</td>
<td>0.036/29.12/0.869</td>
</tr>
<tr>
<td></td>
<td>SAKE</td>
<td>0.025/32.19/0.905</td>
</tr>
<tr>
<td></td>
<td>ESPIRiT</td>
<td>\textbf{0.023/32.88/0.917}</td>
</tr>
<tr>
<td></td>
<td>U-net</td>
<td>0.025/32.42/0.902</td>
</tr>
<tr>
<td></td>
<td>DPI-net</td>
<td>\textbf{0.023/33.06/0.921}</td>
</tr>
</tbody>
</table>

The lowest NRMSE and highest PSNR and SSIM values are in bold font.

### TABLE 2  
Comparison of vessel sharpness for different vessels between different reconstruction methods with the reduction factor \( R = 5.7 \)

<table>
<thead>
<tr>
<th>Method</th>
<th>Vessels</th>
<th>All</th>
<th>Right MCA</th>
<th>Left MCA</th>
<th>Right PCA</th>
<th>Left PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zero-filled</td>
<td>( \text{All} )</td>
<td>0.828***</td>
<td>0.862***</td>
<td>0.688***</td>
<td>0.995*</td>
<td>0.766***</td>
</tr>
<tr>
<td>SAKE</td>
<td>( \text{All} )</td>
<td>1.024***</td>
<td>1.062**</td>
<td>0.881*</td>
<td>1.176</td>
<td>0.975*</td>
</tr>
<tr>
<td>ESPIRiT</td>
<td>( \text{All} )</td>
<td>0.988***</td>
<td>1.052**</td>
<td>0.882*</td>
<td>1.130</td>
<td>0.888**</td>
</tr>
<tr>
<td>U-net</td>
<td>( \text{All} )</td>
<td>1.014***</td>
<td>1.119**</td>
<td>0.799**</td>
<td>1.167</td>
<td>0.971*</td>
</tr>
<tr>
<td>DPI-net</td>
<td>( \text{All} )</td>
<td>\textbf{1.251}</td>
<td>\textbf{1.397}</td>
<td>\textbf{1.192}</td>
<td>\textbf{1.294}</td>
<td>\textbf{1.120}</td>
</tr>
</tbody>
</table>

The highest vessel sharpness values are in bold font. Paired \( t \) tests were used to calculate \( P \) values. *\( P < 0.05 \); **\( P < 0.01 \); ***\( P < 0.001 \).

---

**FIGURE 7**  
Vessel sharpness comparison on 4 different vessels (right MCA, left MCA, right PCA, and left PCA) with different reconstruction methods including zero-filled, SAKE, ESPIRiT, U-net, and DPI-net with the reduction factor \( R = 5.7 \). Paired \( t \) tests were used to calculate \( P \) values. *\( P < 0.05 \); **\( P < 0.01 \); ***\( P < 0.001 \).
reconstructed 3D TOF MRA from undersampled multichannel MR data. DPI-net comprises 2 deep-learning networks: MS-net and RC-net. MS-net extracts feature maps of multichannel MR images using multistream CNNs and RC-net reconstructs the images from the MS-net output feature maps. Through qualitative and quantitative analyses, we demonstrated that DPI-net outperformed the conventional PI methods SAKEnet and ESPIRiT, as well as a widely used deep-learning–based method, U-net, in reconstructing 3D TOF MRA for high reduction factors. In particular, DPI-net showed superior performance compared to the other methods in restoring vessel signals lost in undersampled axial slices and MIP images, producing blood vessels in images as clearly as those from fully sampled. In addition, DPI-net reconstructed 3D TOF MRA more quickly than the conventional PI methods. The computation time of most of PI methods increases by as much as the third order of the number of coils.40 Most of the computation times in SAKEnet and ESPIRiT were spent in performing singular value decomposition on large data matrix with several iterations.15,16 In 3D TOF MRA, computation by SAKEnet and ESPIRiT took more than a day, which meant these methods were not feasible for online reconstruction. For DPI-net, it required extensive time for training, which took approximately 48 hours with a single GPU; however, once the training of DPI-net is finished, it does not require additional optimization or parameter selection. Applying the trained DPI-net to test data is relatively fast, which took less than 1 minute for reconstruction, making it suitable for online reconstruction. Furthermore, for the fair comparison with the conventional PI methods, SAKEnet and ESPIRiT, we measured the computation time of DPI-net operating on CPU. The averaged computation time of DPI-net with CPU was 29 minutes, which was still faster than SAKEnet and ESPIRiT.

Our objective function is formulated as Equation 4 where the SSOS of the fully sampled multichannel 3D MR images is the desired output and magnitude of the undersampled multichannel 3D MR images is the input. The phase information of the multichannel images has not been used for the input of DPI-net. To validate the case where the phase information is preserved, we performed an experiment by including the real and imaginary components of the multichannel images as separate channels for the input of DPI-net. Supporting Information Figure S8 shows that adding phase information did not improve the performance in recovering the vessel signals and removing aliasing artifacts. One study has been proposed that the magnitude network, which was trained with magnitude input, showed better performance than the complex network, which was trained with 2 channels of real and imaginary components.41 In our case, the 3D TOF MRA does not require phase information in MIP images. Thus, we used the magnitude of the undersampled multichannel 3D MR images for the input of DPI-net.

Our evaluation demonstrated the effectiveness of DPI-net’s multistream network architecture compared to a single-stream network. The conventional single-stream network required more parameters to extract the features of the multichannel data. In this case, it required slightly more trainable parameters (500,277) than the multistream network (487,777); however, the multistream network showed better performance than the single-stream in restoring vessel signals. Multistream networks are also known as multibranch, multipath, and split-transform-merge networks.42 Various types of multistream network have been proposed to simultaneously improve the performance and reduce the complexity of a deep-learning network.42 The well-known deep-learning architectures, Inception-network43 and ResNets,29 are examples of multistream or multibranch networks.42 To extract features from a large MR data set, such as multichannel 3D TOF MRA, required designing deep-learning architecture with low computational complexity and improved performance.
We therefore introduced MS-net, a network of multistream CNNs, to extract features from the multichannel 3D TOF MRA data effectively before feeding the data into the reconstruction network.

For further validation of MS-net, we changed the input feature maps of RC-net with 3 different ones and compared their results: the output of coil compression algorithm,\textsuperscript{40,44} features of shared MS-net, which shared convolution weights across different branches, and features of the original MS-net (Supporting Information Figure S9). We used the coil compression algorithm proposed by Zhang et al\textsuperscript{44} and compressed 32 coils into 8 virtual coils. When the input of RC-net was the original MS-net feature maps, it showed superior performance compared to the other methods in restoring vessel signals. The performance of coil compression with RC-net was degraded compared to MS-net with RC-net, suggesting that the coil compression algorithm could not represent MS-net.

Recently, several studies have been proposed for single-coil MR image reconstruction from undersampled k-space data using CNNs. We additionally compared DPI-net with generative adversarial neural networks for compressive sensing (GANCS)\textsuperscript{45} and deep cascade CNNs,\textsuperscript{46} but we found that expansion of them to PI methods was beyond the scope of this study. Thus, we implemented GANCS and deep cascade CNNs in each coil individually and combined their reconstruction results. DPI-net showed superior performance in reconstructing vessel signals in MIP images (Supporting Information Figure S10). This was supported by the quantitative metrics, with DPI-net showing the lowest NRMSE, and the highest PSNR and SSIM values for all except 1 case, where deep cascade CNNs had slightly higher PSNR values in the axial slices for $R = 5.7$ (Supporting Information Table S2). Furthermore, DPI-net showed significantly higher vessel sharpness values than the other methods (Supporting Information Table S3).

Computing large MR data, such as multichannel 3D MR data, on a single personal computer can result in issues of insufficient RAM or GPU memory. To handle large 3D TOF MRA data sets, we used swap memory in addition to the RAM and adjusted the minibatch size to train the deep-learning network with a single GPU. Another possible way to deal with large MR data sets is to reduce their size; this can be achieved using the coil compression algorithm, which compresses multiple coils into a smaller number of virtual coils.\textsuperscript{40,44} Compressing the number of coils would reduce the number of extracting features required for the MS-net, thereby reducing the size of the data set and potentially enabling faster training and inference of DPI-net.

The training of DPI-net with multichannel 3D MRA requires lots of training data and computation memory. For efficient and effective training of DPI-net, we made the input and output images into $31 \times 31 \times 31$ patches. This allowed a large number of training patches to be generated with a small number of subjects, providing sufficient data for the deep-learning network training. In contrast, for test of DPI-net, volume images were fed into the trained DPI-net as the input, which is not a patch-based procedure. This test procedure is the same as common image-based CNNs, which can preserve the entire image structure and avoid hallucination.\textsuperscript{18} These training and test procedures are a well-known deep-learning scheme for image super-resolution, denoising, and artifact reduction.\textsuperscript{18,20,21,47} Several studies have been proposed in MR image reconstruction using the same deep-learning scheme,\textsuperscript{25,48,49} but they did not report a hallucination problem in the training or test.

The 3D TOF MRA data for the present study were acquired from healthy subjects with no vascular-related diseases. In future work, we will validate DPI-net using pathological cases, such as patients with vascular-related diseases (e.g., intracranial vascular aneurysms, stenosis, and occlusion). Furthermore, because DPI-net is designed to handle 4D data (3D data with multiple channels), our future work will include applying it to various MR data reconstructions that require high dimensionality, such as 3D turbo-spin-echo sequences for whole-brain scans, dynamic sequences for cardiac imaging, and functional MRI sequences for measuring functional brain connectivity.
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FIGURE S1 Binary undersampling masks used in this study for the reduction factors $R = 3.8$, $R = 5.7$, and $R = 7.6$

FIGURE S2 Reconstruction results for 3D TOF images reconstructed by fully sampled, zero-filled, SAKE, ESPIRiT, U-net, and DPI-net, with the reduction factor $R = 3.8$. (a) Axial MIP images. (b) Magnified images

FIGURE S3 Reconstruction results for 3D TOF images reconstructed by fully sampled, zero-filled, SAKE, ESPIRiT, U-net, and DPI-net, with the reduction factor $R = 3.8$. (a) Sagittal MIP images. (b) Magnified images

FIGURE S4 Reconstruction results for 3D TOF images reconstructed by fully sampled, zero-filled, SAKE, ESPIRiT, U-net, and DPI-net, with the reduction factor $R = 3.8$. (a) Coronal MIP images. (b) Magnified images

FIGURE S5 Reconstruction results for 3D TOF images reconstructed by fully sampled, zero-filled, SAGE, ESPIRiT, U-net, and DPI-net, with the reduction factor $R = 7.6$. (a) Axial MIP images. (b) Magnified images

FIGURE S6 Reconstruction results for 3D TOF images reconstructed by fully sampled, zero-filled, SAGE, ESPIRiT, U-net, and DPI-net, with the reduction factor $R = 7.6$. (a) Sagittal MIP images. (b) Magnified images

FIGURE S7 Reconstruction results for 3D TOF images reconstructed by fully sampled, zero-filled, SAGE, ESPIRiT, U-net, and DPI-net, with the reduction factor $R = 7.6$. (a) Coronal MIP images. (b) Magnified images

FIGURE S8 Reconstruction results for 3D TOF images reconstructed by fully sampled, zero-filled, DPI-net with magnitude and phase input, and DPI-net with magnitude input, with their magnified images, with the reduction factor $R = 5.7$. (a) Axial MIP images. (b) The corresponding axial slices. NRMSE and SSIM values are given at the bottom of the images. As indicated by the arrows, DPI-net with magnitude input shows better performance in recovering the blood vessels and removing aliasing artifacts than DPI-net with magnitude and phase input

FIGURE S9 Reconstruction results for 3D TOF images reconstructed by fully sampled, zero-filled, coil compression with RC-net, shared MS-net with RC-net, and DPI-net, with their magnified images, with the reduction factor $R = 5.7$. (a) Axial MIP images. (b,c) Corresponding axial slices of axial MIP images indicated by the black and gray arrows, respectively. NRMSE and SSIM values are given at the top of the images. As indicated by the arrows, DPI-net shows better performance in recovering blood vessels than the coil compression with RC-net and shared MS-net with RC-net

FIGURE S10 Reconstruction results for 3D TOF images reconstructed by fully sampled, zero-filled, GANCS, deep cascade CNNs, and DPI-net, with the reduction factor $R = 5.7$. (a) Sagittal MIP images. (b) Magnified images

TABLE S1 Comparison between the multistream network and single-stream network of the evaluation results for 3D TOF MRA reconstruction (NRMSE/PSNR/SSIM) at 2 reduction factors

TABLE S2 Comparison between the reconstruction methods of the evaluation results for 3D TOF MRA reconstruction (NRMSE/PSNR/SSIM) at 2 reduction factors

TABLE S3 Comparison of vessel sharpness for different vessels between different reconstruction method with the reduction factor $R = 5.7$